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RESUMO

Este estudo objetivou realizar uma revisão integrativa acerca do uso de *machine learning* como ferramenta auxiliar no processo diagnóstico em casos com avaliação neuropsicológica. Para tanto, conduziu-se uma busca por artigos publicados na última década e indexados nas bases de dados SciELO, PePsic, LILACS, BVS, PubMed, MedLine, APA PsycNET e Science Direct, utilizando tanto os termos em português “*machine learning*” AND “avaliação neuropsicológica” AND “diagnóstico” quanto em inglês “*machine learning*” AND “*neuropsychological assessment*” AND “*diagnosis*”. A amostra final contou com 31 artigos publicados apenas língua inglesa. Os estudos analisados demonstraram a adequada identificação de distintos diagnósticos mesmo com base em diferenciações sutis. Os algoritmos utilizados consideraram informações decorrentes de testes psicométricos, de neuroimagens, de histórico clínico e familiar, assim como exames que contemplassem biomarcadores fisiológicos e, em alguns casos, genéticos. Apesar da ampla literatura internacional e dos avanços aprofundados dos estudos na temática abordada, destaca-se a escassez de publicações no Brasil e o impacto dessa lacuna científica no desenvolvimento da neuropsicologia e dos processos diagnósticos no contexto brasileiro.
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ABSTRACT

This study aimed to carry out an integrative review about the use of machine learning as an auxiliary tool in the diagnostic process in cases with neuropsychological assessment. Therefore a search was performed for articles published in the last decade and indexed in the SciELO, PePsic, LILACS, BVS, PubMed, MedLine, APA PsycNET and Science Direct databases, using the terms “*machine learning*” AND “avaliação neuropsicológica” AND “diagnóstico” in Portuguese and the terms “machine learning” AND “neuropsychological assessment” AND “diagnosis” in English. The final sample consisted in 31 articles published in English only. The analyzed studies demonstrated the adequate identification of different diagnoses even based on subtle differentiations. The algorithms used considered information resulting from psychometric tests, neuroimaging, clinical and family history, as well as tests that included physiological and, in some cases, genetic biomarkers. Despite the wide international literature and the in-depth advances in studies on the subject addressed, stands out the scarcity of publications in Brazil and the impact of this scientific gap on the development of neuropsychology and diagnostic processes in Brazilian context.
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RESUMEN

Este estudio tuvo como objetivo realizar una revisión integradora sobre el uso del *machine learning* como herramienta auxiliar en el proceso diagnóstico en casos con evaluación neuropsicológica. Mediante una búsqueda de artículos publicados en la última década e indexados en las bases de datos SciELO, PePsic, LILACS, BVS, PubMed, MedLine, APA PsycNET y Science Direct, utilizando tanto los términos portugueses “*machine learning*” AND “avaliação neuropsicológica” AND “diagnóstico” y en inglês “*machine learning*” AND “*neuropsychological assessment*” AND “*diagnosis*”. La muestra final consistió en 31 artículos publicados solo en inglés. Los estudios analizados demostraron la adecuada identificación de diferentes diagnósticos incluso basados ​​en sutiles diferenciaciones. Los algoritmos utilizados consideraron información resultante de pruebas psicométricas, neuroimagen, antecedentes clínicos y familiares, así como pruebas que incluyeron biomarcadores fisiológicos y, en algunos casos, genéticos. A pesar de la amplia literatura internacional y los profundos avances en los estudios sobre el tema abordado, se destaca la escasez de publicaciones en Brasil y el impacto de esta brecha científica en el desarrollo de la neuropsicología y los procesos diagnósticos en el contexto brasileño.
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**Introdução**

A avaliação neuropsicológica (ANP) representa um dos principais meios de atuação da Neuropsicologia e sua realização abrange uma série de etapas, cujo objetivo é investigar o funcionamento cognitivo e comportamental de uma pessoa ou grupos em relação ao seu funcionamento cerebral (Hamdan, Pereira, & Riechi, 2011; Hazin et al., 2018; Malloy-Diniz et al*.*, 2016). Tal modalidade de avaliação consiste, portanto, em investigar a organização do funcionamento do cérebro e seus impactos cognitivos e comportamentais decorrentes de distúrbios cerebrais (Hebben & Milberg, 2009; Lezak et al*.*, 2004).

Apesar de a área de avaliação neuropsicológica ter apresentado, nas últimas décadas, expansão e fortalecimento crescente no Brasil (Hazin et al., 2018), ainda se observam dificuldades quanto a esse processo avaliativo. A presença pouco expressiva de disciplinas de Neuropsicologia nos cursos de graduação em Psicologia e de pós-graduação *stricto sensu* (Ramos & Hadman, 2016) é uma realidade que compromete a formação na área e, em última instância, a realização da ANP de forma mais ampla e efetiva no país. Além disso, a ANP envolve utilização de diferentes ferramentas, como entrevistas de anamnese, tarefas de rastreio e testes psicométricos, sendo que a presença de estudos sobre as propriedades psicométricas de instrumentos psicológicos específicos para ANP ainda representa uma lacuna na literatura brasileira (Ramos & Hadman, 2016).

Nessa direção, ressalta-se que a literatura internacional demonstra o surgimento do uso de ferramentas de *machine learning* que auxiliam em processos classificatórios mais precisos, assim como o desenvolvimento de análises preditivas de pesquisas voltadas à neurologia e à neuropsicologia (Hua et al., 2016). Por exemplo, no que tange ao aspecto classificatório, compreende-se que a análise dos dados coletados permitiria um diagnóstico mais preciso do estado atual do paciente, enquanto seu potencial preditivo contemplaria a melhor detecção de uma possível evolução para um quadro patológico futuro. Compreende-se, portanto, que *machine learning* tem apresentado determinado potencial para minimizar efeitos de viés pessoal dos pesquisadores, erros de diagnóstico e aumentar significativamente a capacidade de identificação de mudanças cerebrais sutis (Hua et al., 2016). Apesar de o uso de técnicas preditivas terem se tornado mais populares com o avanço da era digital, a psicologia e a neuropsicologia brasileira ainda não apresentam uma apropriação dessas técnicas e tecnologias em sua atuação (Primi, 2018). A aplicação dessas ferramentas consiste na utilização de métodos computacionais para a identificação automática de padrões em bancos de dados, permitindo uma análise preditiva de variáveis de interesse (Primi, 2018).

Análises preditivas representam, portanto, a capacidade de reconhecer um padrão a partir de certo agrupamento de dados e predizer um dado fenômeno (Santos et al., 2019). Essa forma de análise vem sendo empregada na área de saúde com intuito, principalmente, de estipular o risco de mortalidade (Rose, 2013). No que concerne ao estudo de diferenças psicológicas individuais, o estudo de Kosinski e colaboradores (2013) utilizou tal ferramenta para identificar traços de personalidade a partir de preferências virtuais identificadas por “curtidas” (*likes*) em postagens, por meio de bancos de dados da rede social *Facebook* (Kosinski, Stillwell, & Graepel, 2013).

Especificamente no âmbito da Neuropsicologia Experimental, observa-se a utilização de metodologias voltadas para a inteligência artificial, como algoritmos de *machine learning* (Hazin et al., 2018). A aplicação desses algoritmosapresenta potencial para formas mais robustas e eficientes de análise de dados, a partir de informações clínicas, permitindo uma automação em processos como diagnóstico diferencial e otimizando uma avaliação clínica (Gardner, 2019).

Tendo em vista a ampliação da visibilidade conquistada pela neuropsicologia e a dificuldades de realização de avaliação neuropsicológica em larga escala, considerando suas etapas e particularidades, observa-se a necessidade de compreender de forma mais aprofundada as ferramentas que vêm sendo utilizadas nesse contexto e que, de fato, possam contribuir nesse processo. Nessa direção, o presente estudo teve como objetivo principal realizar uma revisão integrativa da literatura para analisar o uso de ferramentas de *machine learning* como um mecanismo auxiliar no processo diagnóstico que contemple avaliações neuropsicológicas. Deforma específica, o presente estudo foi construído a partir de um caráter exploratório frente à ampla literatura internacional na temática, objetivando-se, portanto, caracterizar o panorama de estudos que se utilizaram de modelos de *machine learning* por meio da realização de uma revisão integrativa da literatura.

**Método**

O presente artigo se configura como uma revisão integrativa de literatura, de forma a apresentar, com base nos dados encontrados, uma síntese das características das publicações identificadas, a partir da sistematização de uma estrutura de busca e de escolha da literatura, assim como uma apreciação teórica das evidências coletadas (Sampaio & Mancini, 2007). Visto isso, optou-se por utilizar as diretrizes estabelecidas pelo PRISMA - Principais Itens para Relatar Revisões Sistemáticas e Meta-análises (Galvão, Pansani, & Harrad, 2015) para guiar a sistematização e o relato da pesquisa.

Nessa direção, buscou-se inicialmente estabelecer uma questão de pesquisa norteadora por meio da estratégia PICO – P = paciente ou problema, I = intervenção, C = comparação ou controle; O = *outcome* ou desfecho (Mamédio et al., 2007): “Como se caracteriza o panorama de pesquisas que se utilizam de modelos de *machine learning* enquanto mecanismo auxiliar em processos diagnósticos que contemplem avaliações neuropsicológicas?”. Para alcançar respostas a essa pergunta, realizou-se uma busca por estudos publicados entre 2009 e 2019 que tratassem da temática do uso de *machine learning* como uma ferramenta auxiliar no processo diagnóstico em avaliações neuropsicológicas. Estabeleceram-se, então, estratégias de busca nas seguintes bases de dados: Scientific Eletronic Library Online (SciELO), Periódicos Eletrônicos de Psicologia (PePsic), Literatura Latino-Americana e do Caribe em Ciências da Saúde (LILACS), Biblioteca Virtual em Saúde (BVS), PubMed, MedLine, American Psychological Association (APA PsycNET), e Science Direct. Estabelecidas as bases de busca, foram delimitados os descritores em português (“*machine learning*” AND “avaliação neuropsicológica” AND “diagnóstico”) e em inglês (“*machine learning*” AND “*neuropsychological assessment*” AND “*diagnosis*”).

A fim de detalhar a análise dos artigos levados em consideração no presente estudo, estabeleceram-se critérios de inclusão no processo de seleção dos artigos encontrados: (1) apenas artigos científicos originais, (2) publicados em português e em inglês, (3) contemplando estudos empíricos, (4) de acesso livre e gratuito com disponibilidade da publicação integralmente online, (5) especificamente no período de 2009 a 2019, e (6) que contemplassem diretamente o tema de *machine learning* como ferramenta auxiliar no processo diagnóstico que aborde avaliações neuropsicológicas. Além dos critérios de inclusão, critérios de exclusão foram estabelecidos para retirar da amostra artigos que: (1) não abordassem diretamente o tema de *machine learning* como ferramenta auxiliar no processo diagnóstico; (2) possuíam apenas o resumo disponível; (3) tivessem sido publicados em outro idioma que não inglês ou português; (4) representassem documentos referentes a monografias, dissertações e teses, assim como estudos apenas teóricos e estudos de caso.

No processo de busca, realizou-se uma amostragem inicial com 569 artigos, na qual foram levantados todos os resultados para cada base de dados utilizando os descritores supracitados. Realizou-se o refinamento da busca por meio dos critérios de inclusão e exclusão, sendo obtidas, então 192 publicações. Dessas, mantiveram-se apenas 172 após exclusão de artigos duplicados. Realizou-se, então, a leitura dos resumos para que ocorresse a exclusão dos artigos que não abordassem diretamente o tema de *machine learning* como ferramenta auxiliar no processo diagnóstico com avaliações neuropsicológicas e um novo refinamento após a leitura dos artigos na íntegra. Após essa etapa, foram selecionados 31 artigos de forma a compor a amostra final do presente estudo e a consequente análise e síntese qualitativa dos dados coletados. Para uma melhor compreensão do detalhamento metodológico, ver fluxograma 1.

\*\*\*Inserir Figura 1 aqui\*\*\*

**Resultados**

A amostra final contou com 31 artigos que contemplaram todos os critérios de inclusão, os quais, no entanto, representaram apenas artigos internacionais. Adicionalmente, observou-se que, do total de artigos selecionados, 27 apresentavam um delineamento transversal. Destacam-se quatro publicações que apresentaram um delineamento longitudinal em seu método, os quais possibilitaram visualizar melhor a capacidade de estimativa dos modelos de *machine learning*, a saber: (1) *Clinical Decision Trees for Predicting Conversion from Cognitive Impairment No Dementia (CIND) to Dementia in a Longitudinal Population-Based Study* (Ritchie & Tuokko, 2011); (2) *Machine Learning Approaches for Integrating Clinical and Imaging Features in LLD Classification and Response Prediction* (Patel et al., 2015); (3) *Neural Predictors of Initiating Alcohol Use during Adolescence* (Squeglia et al., 2017); e (4) *Two subgroups of antipsychotic-naive, first-episode schizophrenia patients identified with a Gaussian mixture model on cognition and electrophysiology* (Bak et al., 2017). Na Tabela 1, apresenta-se um compilado das informações gerais de cada artigo selecionado, como ano de publicação, autoria e objetivo do estudo.

\*\*\*Inserir Tabela 1 aqui\*\*\*

Com base no levantamento realizado e nos resultados encontrados, observou-se que análises preditivas de menor complexidade foram utilizadas, como análises de regressão linear simples e múltipla, regressão hierárquica, regressão logística, assim como análises de *cluster*. Análises de maior complexidade também foram empregadas, como o modelo de redes bayesianas, árvore de decisão, e análises de *random forest*. Os dados a serem utilizados nas análises preditivas foram analisadas por meio de diferentes *softwares* para processamento, variando desde a utilização do *BrainWave* para processamento de dados oriundos de eletroencefalogramas, do programa Orange Data Mining para utilização da linguagem Python e do *software* Matlab, até recursos do *Statistical Package for the Social Sciences* (SPSS) para realizar análises estatísticas com os dados oriundos de testes psicométricos, visando, assim, identificar padrões cognitivos que diferenciassem grupos de indivíduos.

No que tange ao uso de distintas modalidades de dados, pode-se destacar o estudo de Pettersson-Yeo e colaboradores (2013), o qual viabilizou a articulação de neuroimagens (ressonâncias magnéticas tanto estruturais quanto funcionais) com dados genéticos e avaliações cognitivas para diferenciar indivíduos que apresentaram um episódio psicótico inicial de indivíduos que apresentam elevado risco de desenvolver episódios psicóticos futuros. Os dados de cada um dos dezenove indivíduos foram inseridos separadamente como *support vector machine* (SVM), o qual constitui um algoritmo de reconhecimento de padrões multivariado que permite uma classificação comparativa de dados de diferentes naturezas. O estudo em destaque observou que, a partir de mensurações biológicas e cognitivas, foi possível a adequada identificação, em nível individual, de participantes que apresentaram um primeiro episódio psicótico. Por outro lado, constatou-se que a identificação de indivíduos com elevado risco de psicose, em comparação com indivíduos saudáveis, só foi possível através de dados obtidos por ressonância magnética e de técnicas de imagens por tensão de difusão.

Adicionalmente, foi possível demonstrar, de forma pioneira, a diferenciação de indivíduos com apenas um primeiro episódio psicótico de indivíduos com elevado risco de psicose. Essa diferenciação ao nível de indivíduo foi possível utilizando avaliação cognitiva, ressonância magnética funcional e estrutural, sendo a classificação feita de forma computacional (Pettersson-Yeo et al., 2013). Apesar desse estudo não apresentar um delineamento longitudinal que permita um acompanhamento dos casos analisados, demonstra-se a utilidade de ferramentas de *machine learning* no acompanhamento clínico de profissionais de saúde, contribuindo na identificação de distintos níveis de risco aos pacientes avaliados.

 Observou-se também o emprego individual de modalidades de dados, como visto em estudos que levaram em consideração na pesquisa apenas pontuações de avaliações neuropsicológicas (Liang et al., 2018; Ang et al, 2019). Liang e colaboradores (2018), realizaram análises com base em gráficos neurocognitivos, com o intuito de compreender melhor déficits neurocognitivos recorrentemente observados em pacientes com esquizofrenia e transtorno depressivo maior. Compreendem-se gráficos neurocognitivos como gráficos circulares construídos com base em correlações entre variáveis obtidas de distintas funções cognitivas e seus impactos em respectivas estruturas cerebrais associadas.

Nesse caso, utilizando algoritmos específicos com baterias de testes neurocognitivos, foram construídos cenários comparativos de modo a treinar um modelo de condições cognitivas para cada grupo. O processo de classificação permitiu identificar os grupos diagnósticos adequados para cada indivíduo, quando comparados com o grupo controle, com uma precisão média de 73,41% para indivíduos com esquizofrenia, enquanto se observou uma precisão de 67,07% para indivíduos com depressão. Especificamente, em um comparativo entre as duas classes diagnósticas, foi possível alcançar uma diferenciação com 59,48% de precisão apenas a partir dos dados.

No que tange aos gráficos neurocognitivos formados para os indivíduos com esquizofrenia, com depressão e para o grupo controle, os gráficos para os indivíduos com diagnóstico de esquizofrenia ou depressão apresentavam maiores conexões entre os fatores identificados, assim como maior destaque de conexões centralizadas nos gráficos neurocognitivos, em comparação com os gráficos do grupo controle. Em contrapartida, comparando-se apenas os gráficos neurocognitivos gerados entre os dois grupos diagnósticos, indivíduos com o diagnóstico de esquizofrenia obtiveram uma maior quantidade de conexões, e conexões menos esparsas do que indivíduos com diagnóstico de depressão (Liang et al., 2018).

Entre os diagnósticos mais recorrentes nos estudos selecionados, observou-se que cerca de 32,26% deles abordavam de alguma forma a Doença de Alzheimer (DA); estados pré-demenciais, e demenciais; e algum nível de comprometimento cognitivo. Destaca-se que dos 31 artigos analisados, seis estudos buscavam avaliar padrões cognitivos para demência, assim como seus distintos níveis (Ritchie & Tuokko, 2011; Segovia et al., 2014; Pereira et al., 2017; Bruun et al., 2018, Bhagyashree, Nagaraj, Prince, Fall, & Krishna, 2018; Ang et al., 2019), cinco estudos abordaram comprometimento cognitivo e DA, variando da possível conversão de um quadro de comprometimento cognitivo em DA (Cui et al., 2011; Khanna et al., 2018), ou ainda como identificar distinções que permitam um diagnóstico diferencial entre um comprometimento cognitivo e diferentes estágios da DA (König et al., 2015; Dauwan et al., 2016; Battista, Salvatore, & Castiglioni, 2017).

**Discussão**

Entre os artigos observados, destacaram-se de forma prioritária as seguintes categorias temáticas: os instrumentos utilizados com maior aderência, as modalidades de dados de análise nas publicações e as psicopatologias de enfoque para uso das ferramentas de *machine learning* para potencial diagnóstico. A partir da literatura analisada, foi possível identificar que, de forma geral, a utilização dos algoritmos leva em consideração não apenas pontuações decorrentes de testes psicométricos utilizados em avaliações cognitivas, mas considera também um comparativo com informações oriundas de neuroimagens, como ressonâncias magnéticas estruturais e funcionais, histórico clínico e familiar, assim como exames que contemplem biomarcadores fisiológicos e, em alguns casos, genéticos.

**Instrumentos de maior Aderência**

Acerca dos instrumentos utilizados no processo de avaliação cognitiva, destacaram-se o *Mini-Mental State*, o Teste de Classificação de Cartões de Winsconsin (WCST), o Teste de Aprendizagem Auditivo-Verbal de Rey (RAVLT), a Escala para Avaliação da Síndrome Positiva e Negativa (PANSS), a Cambridge Neuropsychological Test Automated Battery (CANTAB), o *Montreal Cognitive Assessment* (MoCA), o *Wechsler Memory Scale – Revised* (WMS-R), assim como a Escala de Inteligência Weschler para adultos. Ressalta-se, no entanto, que outras medidas psicométricas foram utilizadas nos artigos analisados.

**Modalidades de Dados de Análise**

De forma geral, destaca-se ainda a importância da modalidade de neuroimagens oriundas de ressonâncias magnéticas, as quais possibilitaram comparações mais objetivas entre os dados, o que tornou mais clara a diferenciação entre grupos quando considerando também avaliações cognitivas.

**Psicopatologias de enfoque para uso das ferramentas de Machine Learning para Diagnóstico**

No que tange aos diagnósticos mais recorrentes nos estudos, identificou-se uma prevalência nos estudos de condições como: Doença de Alzheimer; Estados pré-demenciais, e Demência; Comprometimento Cognitivo Leve, Subjetivo e Severo; Esquizofrenia; Transtorno Afetivo Bipolar; Transtorno do Espectro Autista; Transtorno do Déficit de Atenção e Hiperatividade; assim como abuso de substâncias e prognósticos pós-cirúrgicos, como em casos de diagnóstico de epilepsia.

**Considerações Finais**

Diante do exposto, considera-se que o presente estudo alcançou o escopo proposto, conseguindo viabilizar uma síntese compreensiva acerca do uso de algoritmos de *machine learning* como uma ferramenta auxiliar no processo diagnóstico relacionado com avaliações neuropsicológicas. Frente a isso, um panorama atual da aplicação de *machine learning*, dos diagnósticos que receberam enfoque de estudos científicos e dos instrumentos utilizados em avaliações da cognição humana permite um panorama inicial para guiar futuras pesquisas brasileiras que busquem se utilizar dessa forma de tecnologia como ferramenta auxiliar.

Ressalta-se, no entanto, algumas limitações desta revisão integrativa, a saber: a ausência de publicações em contexto brasileiro que tenham se adequado aos critérios de elegibilidade dificultaram compreender de que forma o uso dessa ferramenta auxiliar tem se desenvolvido no país, na última década. Adicionalmente, a pequena quantidade de estudos com delineamento longitudinal dificultou o monitoramento do funcionamento cognitivo de longo prazo dos participantes envolvidos nos estudos, o que poderia representar maior confiabilidade nos resultados de caráter preditivo. Sugere-se, portanto, que estudos futuros busquem replicar pesquisas já desenvolvidas internacionalmente com o intuito de construir um conhecimento que permita comparações com pesquisas prévias. Ademais, considera-se de fundamental importância a realização de estudos com acompanhamento longitudinal de forma a agregar maior nível de confiabilidade às análises preditivas e, dessa forma, aprimorar algoritmos de *machine learning*. Por fim, adianta-se a necessidade de levar em consideração o avanço de tendências como *deep learning* e inteligência artificial como algoritmos mais atuais e robustos em comparação com *machine learning*.
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**Figura 1.** Fluxograma com detalhamento metodológico dos artigos encontrados, selecionados para leitura e recuperados para discussão.

Tabela 1

*Seleção final de artigos para análise e discussão (n=31)*

|  |  |
| --- | --- |
| **Autoria** | **Objetivo** |
| L. J. Ritchie & H. Tuokko (2011) | Explicar os correlatos clínicos que contribuem para uma demência em uma amostra longitudinal de base populacional. |
| Y. Cui et al. (2011) | Avaliar um conjunto ideal de preditores de conversão de CCL para doença de Alzheimer. |
| T. S. Chang et al. (2012) | Avaliar se avaliações aprofundadas de testes cognitivos tradicionais podem identificar diferenças sutis em pacientes assintomáticos em risco de DA. |
| S. Haller et al. (2013) | Discriminar entre subtipos de comprometimento cognitivo leve através de neuroimagem tensorial de difusão. |
| R. Armañanzas et al. (2013) | Predizer os desfechos pós-cirurgia de epilepsia a partir de classificação com *data mining* de variáveis clínicas, patológicas e neuropsicológicas. |
| W. Pettersson-Yeo et al. (2013) | Investigar a capacidade de neuroimagens e de dados genéticos e cognitivos de diferenciarem indivíduos com níveis distintos de risco de psicose. |
| F. L. Seixas et al. (2014) | Propor um modelo de decisão de rede bayesiana para apoiar o diagnóstico de demência, DA e CCL. |
| F. Segovia et al. (2014) | Mensurar as vantagens de testes neuropsicológicos em sistemas de diagnóstico assistido por computador para demência, além de neuroimagens. |
| A. König et al. (2015) | Avaliar o interesse do uso de análises automáticas da fala para a avaliação deCCL e de estágios iniciais de DA. |
| A. Besga et al. (2015) | Avaliar a significância de observações clínicas, testes neuropsicológicos e biomarcadores específicos no diagnóstico diferencial de TBIT versus de DA. |
| M. J. Patel et al. (2015) | Estimar modelos de previsão precisos ao diagnóstico de depressão tardia e à resposta ao tratamento usando ML com neuroimagens multimodais, totais e parciais, e recursos baseados em rede. |
| A. Weakley et al. (2015) | Determinar o menor número de medidas clínicas necessárias para classificar idosos como saudáveis, com CCL ou com demência utilizando um conjunto de técnicas de classificação. |
| M. Dauwan et al. (2016) | Construir um classificador de random forest para melhorar o diagnóstico diferencial entre DCL e DA, assim como quantificar a relevância das medidas diagnósticas multimodais. |
| D. Bone et al. (2016) | Utilizar ML para derivar algoritmos de instrumentos do TEA na tentativa de melhorar as ferramentas amplamente utilizadas de diagnóstico e de triagem. |
| W. Chu et al. (2016) | Examinar a correlação das características cerebrais utilizando neuroimagens, o WCST e a PANSS, e classificar pacientes esquizofrênicos em casos agudos e subagudos.  |
| M. Wu et al. (2016) | Examinar a mensuração neurocognitivas da bateria CANTAB através de ML para identificar pacientes com TAB e elucidar padrões neurocognitivos. |
| E. Moradi et al. (2017) | Avaliar a capacidade preditiva do RAVLT através de RMe e ML, e identificar regiões cerebrais mais importantes para estimações utilizando o RAVLT. |
| P.Battista, C. Salvatore, I. Castiglioni (2017) | Avaliar o uso de ML na quantificação e na otimização da avaliação neuropsicológica ​​para classificar pacientes com DA e distintos níveis de comprometimento cognitivo. |
| M. De Marco et al. (2017) | Avaliar o uso de ML para classificar pacientes com CCL a partir de neuroimagens multimodais e avaliações cognitivas. |
| T. Pereira et al. (2017) | Predizer a conversão para demência, a partir da estratificação de pacientes usando análises de janelas de tempo, ajustando o prognóstico em relação ao tempo de conversão. |
| L. M. Squeglia et al. (2017) | Prever o início do uso de álcool aos 18 anos utilizando ML com dados demográficos, neurocognitivos e de neuroimagem em adolescentes sem ou com pouca experiência de uso de álcool. |
| N. Bak et al. (2017) | Identificar potenciais subgrupos de esquizofrenia e as diferenças entre eles em relação à resposta ao tratamento, através de ML em medidas de eletrofisiologia e de cognição. |
| A. Crippa, et al. (2017) | Investigar a capacidade de medidas de distintos domínios, como ácidos graxos no sangue, medidas neuropsicológicas e fNIRS, para reconhecer corretamente crianças em idade escolar com TDAH. |
| M. Bruun et al. (2018) | Avaliar, utilizando uma abordagem orientada a dados, como diferentes combinações de testes diagnósticos contribuem para o diagnóstico diferencial de demência. |
| H. F. M. Rhodius-Meester et al. (2018) | Avaliar a contribuição da combinação entre diferentes testes diagnósticos para identificar indivíduos com maior probabilidade de demonstrar progressão clínica nos estágios inicial de DA.  |
| S. Khanna et al. (2018) | Prever o tempo até o diagnóstico da DA através de ML com um modelo integrativo de dados genotípicos, clínicos e neuropsicológicos, e de neuroimagens de pacientes saudáveis e com CCL. |
| S. R. Bhagyashree et al. (2018) | Explorar o uso de ML no diagnóstico de demência em um estudo de coorte no sul da Índia com base na bateria 10/66 de testes cognitivos. |
| S. Liang et al. (2018) | Investigar a formação de gráficos neurocognitivos com base em características cognitivas de indivíduos com esquizofrenia e com transtorno depressivo maior com indivíduos-controle saudáveis. |
| J. Wallert et al. (2018) | Avaliar o padrão de variáveis de tempo de reação para demência, CCL e CCS, assim como o efeito dessas variáveis na capacidade preditiva para o diagnóstico diferencial entre os grupos, comparativamente com testes psicométricos tradicionais. |
| T. F. A. Ang et al. (2019) | Identificar os testes NP mais informativos e construir uma árvore de decisão de diagnóstico multinível para sistematicamente identificar a demência. |
| M. Ogawa et al. (2019) | Identificar quais subcampos específicos do hipocampo e estruturas extra-hipocampais adjacentes contribuem para déficits em avaliações cognitivas em pacientes com CCL e DA. |

***Nota:*** L = Estudo Longitudinal; T = Estudo Transversal; DA = Doença de Alzheimer; CCL = Comprometimento Cognitivo Leve; TBIT = Transtorno Bipolar de Início Tardio; DCL = Demência com Corpos de Lewy; ML = *machine learning*; TEA = Transtorno do Espectro Autista; WCST = Teste Winsconsin de Classificação de Cartas; PANSS = Escala de Síndrome Positiva e Negativa; TAB = Transtorno Afetivo Bipolar; CANTAB = *Cambridge Neurocognitive Test Automated Battery*; RAVLT = Teste de Aprendizagem Auditivo-Verbal de Rey; RMe = Ressonância Magnética estrutural; fNIRS = Espectroscopia funcional em Infravermelho Próximo; TDAH = Transtorno do Déficit de Atenção com Hiperatividade; CCS = Comprometimento Cognitivo Subjetivo; NP = Neuropsicológicos.